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Atomizing water droplet. Vorticity shown.
https://comp-physics.group



Computational fluid dynamics
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Droplet Atomization 😮💨 

Collapsing bubble clouds 🫧

Breakup Kidney Stones 🪨

Microcirculation 🩸



CFD a ”killer-app” for the largest supercomputers

• We are very far away from simulating high-speed aircraft

Credit: Tim Sandstrom, NASA Ames



GPUs are enabling computation

• FLOPS on new supercomputers 

come from GPUs, e.g.,

• US: Summit, Frontier, El Capitan

• Europe: LUMI, Leonardo  
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Goal
Efficient flow simulation on such computers 

without armory of developers

• Even at double precision

• 1 Intel Xeon Gold: 1 TFLOPS

• 1 NVIDIA A100:   10 TFLOPS

• 1 AMD MI250X:  50 TFLOPS



Model and numerics
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• Compressible, multi-phase

• Diffuse-interfaces
• Baer–Nunziato-like, 4,5,6,7-eqn

• Finite volume: WENO (shock-capturing)

• Riemann solve: HLLC

• Time stepping: Explicit RK

• Extra!: Sub-grid models, phase change, 
surface tension, sharpening, …  

B., Schmidmayer, et. al CPC (2021)



Our strategy: Take control of your code

• Abstractions: Avoid. Often unnecessary. Slow.

• Directives: we use OpenACC
• Performance-competitive with CUDA/HIP, control if needed, portable

•Meta-programming: we use Fypp (Python-based)
• Provide compiler with run-time constants, expose optimizations

6

My view: Compilers are good, use them. 
Tuned backends and kernel duplication → debt. 



Aside: Is OpenACC that great?

OpenACC competitive [!] with CUDA (nvhpc compilers)
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BabelStreamCloverleaf

Khalilov & Tomoveev J. Phys. Conf. (2021)



Snippet: Mostly benign Fortran
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Python!

https://github.com/MFlowCode

GPU collapsed loops

Sufficient GPU work
Hot loop!



Snippet: Manual routine inlining

9https://github.com/MFlowCode
Inline as needed

Define macro



A test case
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Example simulation: Shock–bubble–wall collapse dynamics



Results: Architecture-friendly
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• 1 A100 ≈ 8 Xeon CPUs
≈	10x factor earlier!
≈	50% peak FLOPS

• ARM CPUs competitive
Ready for upcoming arch. 
like NV GraceHopper

• MPI time modest
Due to RDMA, 
CUDA-aware MPI
(OpenACC can indeed do this) 

GPUs ARM

Elwasif, B., et al. HPC Asia (2023) 



Results: Efficient use of GPU resources
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Expensive kernels near FMA roofline
Radhakrishnan et al. arXiv (2023)



Results: Weak scaling on Summit
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Punchline: 100 PFLOPS, 100B grid points, 0.1 s/time-step
Radhakrishnan et al. arXiv (2023)

Approx. ideal scaling



Results: Strong scaling

14Radhakrishnan et al. arXiv (2023)



Example simulations
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SUB-GRID 

BUBBLES

Kidney stone treatment Feeding whales

Credit: Kazuki Maeda B., Colonius JASA (2020)



Maintenance strategy

16

We maintain

• Correctness: Maintain easy-to-write tests, touch all code features

• Performance: Avoid unexpected slow-downs via benchmarking

• Documentation: All doc. writing happens in one place

By

• CI: Do every commit, automatically, with diff. compilers/hardware

• CD: Deploy documentation and code to Docker, Website, … 



So… what about CORAL-2?
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ORNL Frontier (AMD MI250X) LLNL El Capitan (AMD MI300) ANL Sunspot (Intel PV)
[Aurora early-readiness]

New hardware means… we adapt… to HPE!



So… what about CORAL-2?
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Right now: On OLCF Crusher (Frontier early-readiness)

• OpenACC on AMD MI200-series
• GNU (v13): spotty coverage, fixes a bit slow, open (GNU Bugzilla)

• Cray CCE (v15): better coverage, faster fixes, proprietary (OLCF Office Hours)

• Finding, filing, following CCE/GNU compiler bugs



So… what about CORAL-2?
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Note: New compiler support for OpenACC and OpenMP offload

•Many compilers using shared kernel generator

• So, OpenACC and OpenMP often share bugs

• Can’t (always) fix problems by switching to OpenMP



Workarounds exist!

20docs.olcf.ornl.gov/systems/crusher_quick_start_guide.html#known-issues



Making workarounds workable
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Allocation
Confusing 
compiler

workaround

Fypp-powered workarounds



Take away
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At least for compressible multi-phase CFD, current

leadership-class performance without too much suffering

NVHPC awesome, better support needed for CCE/GNU

Download me: mflowcode.github.io



Thank you!
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This work was supported by many students, faculty, scientists

Download me: mflowcode.github.io


