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Agenda

• Neutrons, X-rays and scattering techniques 

• What are the McStas and McXtrace codes used for? 

• Technical foundations of the codes and why we chose OpenACC 

• Our timeline toward the GPU 

• Conclusions
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Subatomic particle discovered by
Sir James Chadwick in 1932

E =
1

2
mv2 =

~2k2
2m

� = 2⇡/k,

Life time: ⌧1/2 = 890s
Mass: m = 1.675⇥ 10�27kg
Charge: Q = 0
Spin: s = ~/2
Magnetic moment: µ/µn = �1.913

E = 81.81 · ��2 = 2.07 · k2 = 5.23 · v2

The neutron and its basic properties

Wavelengths and energies compatible with structure and dynamics in condensed matter
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Neutron facilities
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1994 Nobel Prize in Physics
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Detectors record the directions 
of the neutron and a diffraction 
pattern is obtained. 
   The pattern shows the 
positions of the atoms relative 
to one another.

Crystal that sorts and 
forwards neutrons of 
a certain wavelength 
(energy) - mono- 
chromatized neutrons 

Neutron beam

Atoms in a 
crystalline sample

When the neutrons 
collide with atoms in the 
sample material, they 
change direction (are 
scattered) - elastic 
scattering.

Research reactor

Crystal that sorts and 
forwards neutrons of 
a certain wavelength 
(energy) - mono- 
chromatized neutrons 

3-axis spectrometer with 
rotatable crystals and 
rotatable sample

Atoms in a 
crystalline sample

Changes in the 
energy of the 
neutrons are first 
analysed in an 
analyser crystal…

… and the neutrons 
then counted in a 
detector.

When the neutrons 
penetrate the sample 
they start or cancel 
oscillations in the 
atoms. If the neutrons 
create phonons or  
magnon they 
themselves lose the 
energy these absorb 
- inelastic scattering.

Diffraction Spectroscopy

‘… In simple terms, Clifford G. Shull has helped answer the question of where  
atoms “are” and Bertram N. Brockhouse the question of what atoms “do”.
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The neutron is a multidisciplinary probe for structure and 
dynamics of condensed matter systems - ‘Swiss army knife’

6

- complementary to X-rays
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McStas Introduction
• Flexible, general simulation utility for neutron scattering experiments. 

• Original design for Monte carlo Simulation of triple axis spectrometers 

• Developed at DTU Physics, ILL, PSI, Uni CPH, ESS DMSC 

• V. 1.0 by K Nielsen & K Lefmann (1998) RISØ 

• Currently ~6 people on joint McStas-McXtrace team  
but only 2 full time, based at DTU

7

 GNU GPL license 

Open Source

mcstas-users@mcstas.org mailinglistProject website at 

http://www.mcstas.org

n
McStas

mailto:neutron-mc@risoe.dk
mailto:neutron-mc@risoe.dk
http://www.mcstas.org/
http://www.mcstas.org/
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McStas Introduction
• Flexible, general simulation utility for neutron scattering experiments. 

• Original design for Monte carlo Simulation of triple axis spectrometers 

• Developed at RISØ DTU, KU and ILL, Grenoble. 

• V. 1.0 by K Nielsen & K Lefmann (1998) 

• Currently 2.5+1 people full time plus students

84

 GNU GPL license 

Open Source

neutron-mc@risoe.dk mailinglist
Project website at 

http://www.mcstas.org

McXtrace - since jan 2009 similar for X-rays

• Synergy, knowledge transfer, shared infrastructure and codebase on GitHub

mailto:neutron-mc@risoe.dk
mailto:neutron-mc@risoe.dk
http://www.mcstas.org/
http://www.mcstas.org/
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What is McStas used for?

• Instrumentation 
• Planning 
• Construction 
• Virtual experiments 
• Data analysis 
• Teaching

9

(KU, DTU)
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• For the neutrons, gravity kicks in… A  
cold neutron falls ~10cm over 150m! 

• Classical Newtonian mechanics, i.e.                                                             and  

• (independent, particles though…)
10

McStas and McXtrace are Monte Carlo ray-tracers
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McStas and McXtrace  
Monte Carlo ray-tracers

DSL
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• Portable code (Unix/Linux/Mac/Windoze) 
• On the CPU-side, ran on everything from iPhone to 1000+ node cluster, intel, Alpha, PA-RISC etc. 

• ‘Component' files (~100) inserted from library 
• Sources 
• Optics 
• Samples 
• Monitors 
• If needed, write your own comps - many are USER developments ~200-line “physicist” codes 

• DSL + ISO-C code-gen. (compiler technology / LeX+Yacc) 
• Simple Instrument language                        ISO C 

• Component codes realizing beamline parts (including user contribs) 

• Library of common functions 
• I/O 
• Random numbers 
• Physical constants 
• Propagation 
• Precession in fields 
• ...

McStas tech overview

12

User experience: 
• Write instrument 
• Launch simulation (generates binary and runs simulation) 
• Look at output data

Code generation
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Nope, that’s our DSL and grammar. :-) Which is close to “English”.

https://www.openhub.net/p/mccode  
Stats and information on the codebase

https://www.openhub.net/p/mccode
https://www.openhub.net/p/mccode


McStas GPU talk @ OpenACC Summit 2020September 1st 2020

n
McStas

14

125 grader

A
02-40---2-D

01---001

AX500 A02-40---2-D01---001

AY500
A

02-40---2-D
01---002

AX-150 A02-40---2-D01---001

AY200
A

02-40---2-D
01---002

AY900
A

02-40---2-D
01---002

130 m
²

A2T Zone Target
136 m

²
C

onnections

467 m
²

R
em

ote H
and.156 m

²
Processing C

ell

467 m
²

R
em

ote H
and.

80 m²
Passage

80600

79400

80600

80600
79900

75400

AX900 A02-40---2-D01---001

75400 C
-C

A
02-40---2-E01---001

C
opper shelf

C
opper shelf

C
opper shelf

C
opper shelf

4519 m
²

Instrum
ent H

all 2

6969 m
²

Instrum
ent H

all 1

80 m
²

Techchnician W
orkshop 1A

125

83 m
²

R
adiological C

ontr. Tech O
ffice

113

10 pers.

212 m
²

LS & SC
M

 basic prep
110

93 m
²

Electrical Eng. operational
122

69 m
²

D
etector G

roup
212

90 m
²

Technician W
orkshop 2

214
50 m

²
C

hoppers operational
120

150 m
²

C
hoppers O

perational
118

80 m
²

Technician W
orkshop 1B

126

AY508
A

02-40---2-D
01---002

49500

186 m
²

Sam
ple envirom

ent
115

87 m
²

O
ptics A

ssem
bly

121

92 m
²

D
etector group

117

170 m
²

M
aintenance cells

286 m
²

Beam
 C

ave

U
pgrade Zone

U
pgrade Zone

U
pgrade Zone

U
pgrade Zone

105 m
²

Target Building Facility pow
er

55 m
²

Target Build Facility U
PS

63 m
²

2X N
2 Tank

75 m
²

H
VAC

m
ockup

10*6,2m
m

ockup 3*
4m

331 m
²

Loading og M
ock-up

B-B

A
02-40---2-E01---001

198 m
²

LS & SC
M

 extended Prep
211

192 m
²

C
ooling substation A2T

34 m
²

Actinide Lab
112

100 m
²

Im
aging sam

ple storage
114

Fire stair
210

12 m
²

LS & SC
M

 basic prep
310

119 m
²

Electric Engineering O
perational

317

34 m
²

Sam
ple envirom

ent
314

209 m
²

D
etector G

roup
316

82 m
²

X-ray & physical characterization
312

212 m
²

Engineering (instrum
ent)

313

200 m
²

O
ptics A

ssem
bly

321

92 m
²

Loading Bay Instrum
ent hall 3

309 m
²

Instrum
ent H

all 3 Process Pow
er

107 m
²

Instrum
ent H

all 3 Process Pow
er

107 m
²

H
VAC

123 m
²

Technician W
orkshop

318

80 m
²

Instrum
ent H

all 3
4923 m

²

17 m
²

Stairs

5 m
²

H
W

C

13 m
²

W
C

Electrical

17 m
²

Stairs

Electrical

2 m
²

C
leaning

78 m
²

H
VAC

105 m
²

Inst. H
all 1 Process pow

er

105 m
²

Target build. Process pow
er

102 m
²

Target Building Process pow
er

102 m
²

Inst. H
all 2 Process pow

er

73 m
²

H
VAC

55 m
²

2X N
2 Tank

17 m
²

Stairs

13 m
²

W
C

5 m
²

H
W

C Electrical

17 m
²

Stairs
13 m

²
W

C

5 m
²

H
W

CElectrical
Electrical

2 m
²

C
leaning

18 m
²

Stairs

457 m
²

Loading

H
atch

D
EPAR

TM
EN

T LEG
EN

D

A2T

AC
TIVE C

ELLS

BEAM
 LIN

E G
ALLER

IES

C
H

EM
ESTR

Y

C
IR

C
U

LATIO
N

ELEC
TR

IC
AL

H
VAC

/ C
O

O
LIN

G

IN
STR

U
M

EN
T H

ALLS

LO
AD

IN
G

/ AC
C

ESS

O
FFIC

E

O
FFIC

E / M
EETIN

G

STO
R

AG
E

U
PG

R
AD

E ZO
N

E

U
TILITY R

O
O

M
S

W
O

R
KSH

O
P

17 m
²

Stairs

79400

79400 79400

79400

79400

79400

79400

S
tair

17 m
²

W
C

13 m
²

H
W

C
5 m

²

C
lean
?

2 m
²

S
tair

17 m
²

78400

78400

78400

78400

78400
Space required w

ith crane access

Future expansion of hall 3

3000

3000

3000

80400

80400

80400

13 m
²

W
C

60 m
²

R
eception / Security 16 m

²
Stairs

56 m
²

R
eception / Security

172 m
²

Lobby
35 m

²
Stairs

Electrical

P
athw

ay Inst. H
all 2-3

29825

26800

M
ain entrance

A-A

A
02-40---2-E01---001

79400

79400

79900

75400

79900
79900

79900

A
1

A
3

P
R
O
J
E
C
T
 
N
U
M
B
E
R

D
R
A
W
N
 
B
Y

C
H
E
C
K
E
D
 
B
Y

D
A
T
E

A
P
P
R
O
V
E
D
 
B
Y

S
C
A
L
E

N
U
M
B
E
R

R
E
V

R
E
V

R
E
V
IS
IO
N
 
T
Y
P
E

D
A
T
E

S
IG
N

w
w
w
.e
s
s
s
.s
e

C
O
N
S
U
L
T
A
N
T

S
W
E
D
E
N

S
E
-
2
2
1
 
0
0
 
L
u
n
d

P
.O
. 
B
o
x
 
1
7
6

E
S
S
, 
T
u
n
a
v
ä
g
e
n
 
2
4

E
u
r
o
p
e
a
n
 
S
p
a
lla

t
io
n
 
S
o
u
r
c
e
 
E
S
S
 
A
B

D
E
S
IG
N
 
C
O
O
R
D
IN
A
T
O
R

D
E
S
IG
N
 
M
A
N
A
G
E
R

M
A
N
A
G
E
D
 
B
Y

S
t
a
t
u
s
 
2
0
1
3
.0
7
.0
1

b
u
ild

le
v
e
l

z
o
n
e

N
o
t
e
:

D
r
a
w
in
g
s
 
f
o
r
 
s
t
a
t
u
s
 
d
a
t
e
 
2
0
1
3
.0
7
.0
1
 
a
r
e

n
o
t
 
y
e
t
 
d
iv
id
e
d
 
in
t
o
 
a
r
e
a
s
. 
T
h
is
 
w
ill 

b
e

d
o
n
e
 
b
y
 
d
e
f
in
e
d
 
"
b
a
s
e
lin

e
"
.

D
R

AFT

2
0
1
3
.0
7
.0
1

28-06-2013 16:03:13 C:\Revit\A02-40---V-D01------_mikkel.eskildsen.rvt

IN
S
T
R
U
M
E
N
T
 
H
A
L
L
 
1
, 
2
, 
3
 
/
 
T
A
R
G
E
T
 
S
T
.

J
N
O
 
/
 
M
E
S
 
/
 
T
B
J

N
G
R

F
E
A
S
IB
IL
IT
Y
 
S
T
U
D
Y

E
S
S
 
C
O
N
V
E
N
T
IO
N
A
L
 
F
A
C
IL
IT
IE
S

1
:5
0
0

A
0
2
-
4
0
-
-
-
1
-
D
0
1
1
0
0
-
-
-

1
:1
0
0
0

P
L
A
N
 
L
E
V
E
L
 
1
0
0

H
L
A
 
T
E
A
M
 
/
 
H
L
A
-
C
O
B
E

3
8
3
1
6
6
7
0
0
0

J
a
n
 
L
u
n
d
g
r
e
n

J
a
n
 
M
o
la
n
d
e
r

N

If it is so bloody good and “final”,why bother looking at GPU?

Next-generation, long-pulse spallation facilities 
are complex to construct and model since they use  
• ‘rep-rate multiplication’  
• event-mode experiments

At reactor and short-pulse, the McStas run-time keeps up with experimental time, not the the case at ESS… 

Even more so for e.g. X-ray Free-Electron Lasers…

A ~2 order of magnitude would be great - and we believe we found it!
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Main events on timeline of road toward GPU
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2017: E. Farhi  
initial cogen  
modernisation

Fall 2018 onwards:  
J. Garde further cogen  
modernisation and  
restructuring

October 2019: 
Participation at Espoo 
Hackathon. First meaningful 
data extracted. Work on 
cogen and realising we need 
another RNG.   

October 2019 onwards:  
J. Garde & P. Willendrup:  
New RNG, test system, multiple  
functional instruments. 
 

November- 
December 2019: 
First good look at  
benchmarks and  
overview of what  
needs doing for first 
release with limited 
GPU support.

mentor: Vishal Metha 
 
hackathon org.: 
Guido Juckeland

mentor: Christian Hundt 
 
hackathon org.: 
Sebastian Von Alfthan

January 2020: 
One-week local 
hackathon @ DTU 

with McCode & RAMP teams  

February 2020: 
First release  
McStas 3.0beta 
with GPU  
support was 
released 
to the public

March 2018: 
Participation at 
Dresden Hackathon. 
1st “null” instrument 
prototype runs.

n
McStas
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McStas heading for the GPU…  
numbers from November 2019

9 instruments fully 
ported, also realistic 
ones like PSI_DMC 
 
(Aug 2020: 99 instrs)

10-core MPI run, 
1e9 in 200 secs

Tesla V100 run, 
1e9 in 22 secs

~ i.e. 2 orders of 
magnitude wrt. a single, 
modern CPU core

(1-core run, 
1e9 would be 
2000 secs)

vs.

- If problem has the right size / 
complexity, GPU via OpenACC 
is great!
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McStas heading for the GPU… November 2019 - first good look at performance.

Idealised instrument 
with source and monitor 
only - i.e. without any 
use of the ABSORB 
macro. 
 
(Likely a good indication 
of  maximal speedup  
achievable.) V100 execution speedups  

renormalised to wall- 
clock of single-core 
gcc standard simulation, 

V100 run is 
600 times faster 
than a single- 
core CPU run

~600

Looks like a factor of ~600

Speedup
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McStas 2.x -> McStas 3.0 main differences
• Rewritten / streamlined simplified code-generator with 

• Much less generated code 
• improved compile time and compiler optimizations, esp. for large instrs 
• Much less invasive use of #define 
• Component sections -> functions rather than #define / #undef 
• Much less global variables, instrument, component and neutron reworked to be 

structures 

• Use of #pragma acc … in lots of places (put in place by cogen where possible) 

• New random number generator implemented 
• We couldn’t easily port our legacy Mersenne Twister 
• Experimenting with curand showed huge overhead for our relative small number of 

random numbers (we have hundreds or thousands of randnom numbers, not billions) 

• Complete change to dynamic monitor-arrays
18
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The neutron and “state-flags” in the instrument 
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v2.5: Global variables

v3.0: particle struct, including any USERVARS like flag.
RNG state is a thread-variable 
contained on the _particle struct. Was 
earlier a global state in CPU settings
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Instrument and 
component  
structs built on 
CPU and 
transferred to 
GPU using 
OpenACC 
pragmas at the 
end of   
 
INITIALISE

Similar “host” update 
in FINALLY
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Each component will 
correspond to a 
GPU’ified function…  

+ particle-loop and 
logic around, also 
running on GPU. 

Init and finalisation 
codes run purely 
CPU.

….  etc

Contains component trace 

section

“Scatter-gather” approach not far from 
what we do in MPI settings, i.e. : 
 
GPU case:  
N particles are calculated in parallel in N 
GPU threads. (Leave to OpenACC/
device how many actually are running at 
one time)  

CPU case:  
N particles are calculated in M serial 
chunks over M processors.



McStas GPU talk @ OpenACC Summit 2020September 1st 2020

n
McStas

“Full” list 
of pragmas and  
accel-code 
used

22

“math.h on GPU”

Needed basic variables / flags

GPUify all functions to be executed 
on GPU, i.e. in TRACE

Global instrument struct and component 
structs, including members like detector 
arrays etc.

OpenACC pure c-code, e.g. for the  
attaches (pointer-setup)

Ensure GLOBAL structs updated 
GPU-side end of INITIALISE

GPUify all functions to be executed 
on GPU, i.e. in TRACE
anything written to by multiple threads  
(detectors) should be “atomic” Loop V1

Loop V2

Ensure GLOBAL structs updated 
host-side start of FINALLY
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Build and initialise instr/comp structures on host, push problem to 
device, one big generated kernel calculates independent particle 
rays, push back to host and save. Big problems, do multiple runs 
of the kernel for every ~2e9 rays.

Profiling an example run…
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Conclusion / remaining key questions
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1. Why are you using OpenACC? What is your favorite feature? 
• We could keep most of the core of our legacy code base intact, some structural 

changes were needed.      (Attempt done with OpenCL 10 y ago, no real success) 

2. Did you have to use 2 diff. code bases for CPU and GPU? 
• Nope, just one code base, a few generated #pragmas and #define’s 

3. Tell us about a feature you are looking for, that OpenACC lacks, why do you need it?  
• A few niche cases use function pointers/polymorphism on CPU, which is not available in 

OpenACC. Current workaround with case-hierarchy is a bit ugly 
• deepcopy of 2-dimensional arrays as struct members does not seem to work correctly in 

our case without managed mode. Does not “feel” transparent wrt. possible performance 
penalties.     We could fully move to 1D arrays, but this would require too much work.  

4. Any additional bugs, features, feedback to share? 
• We did a Hackathon together with “competing” Python+OpenCL code RAMP which is 

written from scratch. Where we tested, we were ~40% faster. ;-) 
• In our niche setting, curand() turned out quite slow  
• Better high-level OpenACC docs needed. Choice of exact pragma often trial and error. 
• CUDA-mindset / thinking seems required for deep/full understanding of OpenACC. 

Somewhat contradictory to the idea of “more science, less programming”.
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Thank you for the attention - thanks to the team, 
Nvidia mentors and Hackathon hosts :-)
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