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* Neutrons, X-rays and scattering techniques

* What are the McStas and McXtrace codes used for?
» Keywords: Monte Carlo ray-traces for particle transport

* Technical foundations of the codes and why we chose OpenACC

e Our timeline toward the GPU

McXtrace

e Conclusions
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The neutron and its basic properties

U
@

The quark structure of the neutron. (The color assignment
of individual quarks is not important; what is important
that all three colors are present.)

Classification Baryon

Composition 1 up quark, 2 down quarks

Statistics Fermionic

Interactions Gravity, Weak, Strong,
Electromagnetic

Symbol n no' No

Antiparticle Antineutron

Theorized Ernest Rutherfordl (2] (1920)

Discovered James Chadwick!'l (1932)

Mass 1.674 927 351(74) x10-%7 kgl®

939.565 378(21) MeV/c2ld]
1.008 664 91600(43) ul?!

Mean lifetime B81.5(15) s (free)
Electric charge Oe

0C
Electric dipole <2.9x1072¢ ecm
moment

Electric polarizability 1.16(15) x10-3 fm3

e oro

Life time:
Mass:
Charge:
Spin:

Magnetic moment:

Subatomic particle discovered by

T1/2 = 890s Sir _jamg_swCadwickin 1932
m = 1.675 x 10~ 27kg ~

Q=0

s=h/2

/i, = —1.913

1
E = —mv
2

2

h2 k2
- 2m

A=2n/k

E=8181-A"2=207-k%=5.23 v

cold neutrons:

thermal
neutrons:

Wavelength n-Wavevector Velocity Frequency
= 9.0446 A |k = 0.6947 1/A | v = 437 m/s v = 0.2418 THz
= 4.0449 A lk = 1.5534 1/A = 978 m/s v = 1.2090 THz
1.8089 A = 3.4734 1/A = 2187 m/s v = 6.045 THz
1 1.2791 A k= 4.9122 1/A | v = 3093 m/s] v = 12.090 THz

. A
Mcstas GPU talk @ Openacc summit 2020 Wavelengths and energies compatible with structure and dynamics in condensed matter
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== = “ 1994 Nobel Prize in Physics

‘... In simple terms, Clifford G. Shull has helped answer the question of where

atoms “are” and Bertram N. Brockhouse the question of what atoms “do”.

Diffraction

When the neutrons
collide with atoms in the
sample material, they
change direction (are
scattered) - elastic

scattering. g

%

20 g

Atoms ina g ( )

- Q'crystalllne sample
Vs ol <

"’fﬁq % "a o7
Tl S bea "
>3 “/ﬁ"’g o 58 e 4

) |

. . Crystal that sorts and
Detectors record the directions forwards neutrons of
of the neutron and a diffraction a certain wavelength
pattern is obtained. (energy) - mono-
The pattern shows the chromatized neutrons
positions of the atoms relative
to one another.

Research reactor
rotatable sample

Atoms in a

Crystal that sorts and
forwards neutrons of
a certain wavelength
(energy) - mono-
chromatized neutrons
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3-axis spectrometer with ¢
rotatable crystals and

P -
x ?p)‘&_\*d' !
crystalline sample

: analysed in an
o - analyser crystal...
- Yo o O:%f e Y
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99
//XJCC
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Photo from the Nobel Foundation

om the Nobel Fou

Spectroscopy .. Cifore 6. 5hul

Brockhouse

Prize share: 1/2

Prize share: 1/2

ST

g =

Changes in the
energy of the
neutrons are first

' When the neutrons 3
penetrate the sample
they start or cancel
oscillations in the by
atoms. If the neutrons
create phonons or
magnon they
themselves lose the
energy these absorb

- inelastic scattering.

.. and the neutrons
hen counted in a
letector.




The neutron is a multidisciplinary probe for structure and
DTU
gééﬁ&’?w” dynamics of condensed matter systems - ‘Swiss army knife’

X-ray cross section

H D C 0 A Si Fe

@0 o o
—>
Neutron cross section

- complementary to X-rays
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X-ray Imoging SAXS, X-ray Refl. X-roy Diffraction  EXAFS & XANES X-roys
NMR Imaging Triongulation NMR NMR
Optical Microscopy Optical Nanoscopy Electron Microscopy Microscopy
SNOM AFM ST™M

Scanning Techniques
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McStas Introduction Q‘Q
&

 Flexible, general simulation utility for neutron scattering experiments. ‘t
o ) ] i ) . GNU GPL license
« Original design for Monte carlo Simulation of triple axis spectrometers Open Source
* Developed at DTU Physics, ILL, PSI, Uni CPH, ESS DMSC St i e
McStas McStas - #neutronrayrace smuston package G A .‘? Risp DTU 2= ?
¢ V 10 by K Nlelsen & K Lefmann (1998) RISQ ﬁm McStas - A neutron ray-trace simulation package E
» Currently ~6 people on joint McStas-McXtrace team — f J

but only 2 full time, based at DTU e SR——

Laais Recent news

ides / posters from ICNS

Anril 14th. 2009: Positions onen in McXtrace proiect

Project website at mcstas-users@mcstas.org mailinglist
http://www.mcstas.org

McStas GPU talk @ OpenACC Summit 2020 0 p en AC C
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McXtrace - since jan 2009 similar for X-rays
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®0o0 Main Page - McXtraceWiki

—

@ (E) ( X ) (;\' [ | ]| http://www.mcxtrace.org/index.php?title=Main_Page

v v )= ([C] Google

Q)

()

Most Visited ¥  Getting Started Latest Headlines »  http://www.google.... Geekblog  Nyheder http://www.google....

dr.dk > open streami...

article discussion edt history

2 Log in / create account

McXtrace Main Page

W“ McXtrace

[edit]

McXtrace - Monte Carlo Xray ray-tracing is a joint venture by

navigation
= Main Page .
= Partners ;% & ‘@ 7 I Risg DTU -

= Project People
Project Status ® °

Vac?mies Funding from NABIIT, DSF ¢ and the above parties.
Project Goal

Mailing List McStas LY
Links Our code will be based on technology from .

SMEXOS talks
= SRI09 abstracts For information on our progress, please subscribe to our user mailinglist.

search mailto:webmaster@mcxtrace.org =31

Go ) (Search)

toolbox

= What links here
= Related changes
= Upload file

= Special pages

= Printable version
= Permanent link

This page was last modified 13:15, 25 February 2009. This page has been accessed 2,049 times. Privacy policy

About McXtraceWiki

Disclaimers

Pawered By

(%] Mediawiki

McStas GPU talk @ OpenACC Summit 2020 0 p
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What is McStas used for?
* Instrumentation

* Planning

I

|
» Construction 5 &
* Virtual experiments &

» Data analysis

 Teaching
(KU, DTU)

[NTRODUCTION TO

McXtrace THE THEORY OF
THERMAL
NEUTRON
SCATTERING
We® h
§ % '\L(K\ /'/// ) \
| NN
McStas TRy
goﬁ <D ".,lrl G.L. Squires - F
= .e—-,, e 0 ™ ; A% P - 2 o

L)
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McStas and McXtrace are Monte Carlo ray-tracers

1. Particles emitted
with random starting
conditions via MC

JEPPT <
_\-\“"——
~
-__\_n\___-p- »
S 2. Particles are
T "ray-traced"

through space

3. Will eventually

meet other objects
e.g. a studied
experimental sample
and get scattered via
MC again

4. At various points
in the instrument
the particle states
are measured in
so—called monitor:
or detectors

« For the neutrons, gravity kicks in... A
cold neutron falls ~10cm over 150m!

» Classical Newtonian mechanics, i.e.

» (independent, particles though...)
McStas GPU talk @ OpenACC Summit 2020 0 p en AC C
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" McStas and McXtrace
Monte Carlo ray-tracers

1. Particles emitted
with random starting
conditions via MC

2. Particles are
"ray-traced™
through space

3. Will eventually
meet other objects
e.g. a studied
experimental sample
and get scattered via
MC again

4. At various points
in the instrument
the particle states
are measured in
so—called monitor:
or detectors

. 0(0)

4@
McXtrace .

8 (14°)
- 12 (22)

s 17 (30)

° 51(60°) ° 60 (75°)
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INSTRUMENT
COMPONENT A COMPONENT C
COMPONENT B COMPONENT D
Source Guide

TOF_monitor

Chopper

The "tool layer" consists of programs manipulated by the McStas user:

mcgui, graphical user interface

mcplot, visualize histogram outp.

mcdisplay, visualize instrument

mcgui is used to assemble an instrument file, which is taken over by the McStas system

AT (0,0,0) ABSOLUTE

AT (0,0, 1) RELATIVE A

AT (0,0,1) RELATIVE B

"Instrument file"

COMPONENT A = Source(Parameters...)

COMPONENT B = Guide(Parameters...)

DEFINE INSTRUMENT Example(Param1=1, string Param2="two", ...)

DSL

COMPONENT C = DiskChopper(Parameters...)

COMPONENT D = TOF_monitor(Parameters, filename="Tof.dat")
AT (0,0, Param1) RELATIVE PREVIOUS

Source.comp — c—code

Guide.comp — c—code

DiskChopper.comp — c—code

TOF_monitor.comp — c—code

Component library

i Random | |I/O
' | numbers

Physical |
consts. !
I

"Kernel and runtime c—code"

The simulation executable produces data output which can be visualized using the mcplot and mcdisplay tools

020
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DTU = v .
= @ McStas tech overview

« Portable code (Unix/Linux/Mac/Windoze) - = g

* On the CPU-side, ran on everything from iPhone to 1000+ node cluster, intel, Alpha, PA-RISC etc.

‘Component' files (~100) inserted from library

» Sources
* Optics
» Samples
* Monitors .
* If needed, write your own comps - many are USER developments ~200-line “physicist” codes < |
 DSL + ISO-C code-gen. (compiler technology / LeX+Yacc)
« Simple Instrument language wgomeaion-— 1S90 C

Component codes realizing beamline parts (including user contribs) £~ 4L
14 4

McXtrace
 Library of common functions
ng9 « 10
Random numbers User experience:
McStas + Physical constants « Write instrument
4&. «  Propagation « Launch simulation (generates binary and runs simulation)
W 6. A +  Precession in fields » Look at output data

September 1st 2020 McStas GPU talk @ OpenACC Summit 2020 0 p en AC C




Language Breakdown

Language
AMPL

c

Fortran (Free-
format)

- TeX/LaTeX

. shell script

CMake

- JavaScript

. Fortran (Fixed-
format)
DOS batch script
. R
IDL/PV-WAVE/GDL

Totals

EUROPEAN
SPALLATION
SOURCE
Languages
Total Lines :
Number of Languages :
Code Lines Comment Lines Comment Ratio
62,577 -642 -1.0%
36,382 9,549 20.8%
36,215 14,692 28.9%
17,048 1,920 10.1%
15,354 4,842 24.0%
13,833 1,642 10.6%
5,583 1,240 18.2%
4341 1,138 20.8%
3,945 374 8.7%
2732 36 1.3%
2,638 10 0.4%
1,837 735 28.6%
735 95 11.4%
273 9 3.2%
177 282 61.4%
170 0 0.0%
140 53 27.5%
72 26 26.5%
1 0 0.0%
204,053 36,001

September 1st 2020

McStas GPU talk @ OpenACC Summit 2020 0 p en AC C

266,097

19

Blank Lines
1,718

6,415
5,075

2,790
4195
1,198
1372
1133
1,001
90
277
378
183

26,043

Total Lines
63,653

52,346

55,982

21,758

24,391
16,673
8,195
6,612
5,320
2,858
2,925
2,950
1,013

330

528

231

205
126
1

266,097

Code Lines:
Total Comment Lines :
Total Blank Lines :

Total Percentage

—
[

| I

https://www.openhub.net/p/mccode
Stats and information on the codebase

23.9%

19.7%

21.0%

8.2%

9.2%

6.3%

3.1%

2.5%

2.0%

1.1%

1.1%

1.1%

OpenACC

SUMMIT 2020

204,053 Percent Code Lines : 76.7%
36,001 Percent Comment Lines : 13.5%
26,043 Percent Blank Lines : 9.8%

Project Summary : Factoids

Mature, well-established codebase
Large, active development team

Stable Y-O-Y development activity

Very few source code comments
McCode is written mostly in AMPL.

Nope, that’s our DSL and grammar. :-) Which is close to “English”.


https://www.openhub.net/p/mccode
https://www.openhub.net/p/mccode

OpenACC
@Eﬁiﬂiﬁ’ﬁ% If it is so bloody good and “final”,why bother looking at GPU"? Esemmer”

SOURCE

Spallation

sk 1p

Next-generation, long-pulse spallation facilities QN | = /\ \
are complex to construct and model since they use I 9] \\\\\\\\\\%{{\\\\\ L N
‘ lieation’ I\ AN NI/ oo — I
« ‘rep-rate multiplication ~F = D4 =SS RN .
. LR == == DN gyt EHRO
- event-mode experiments T ——— A r Lo ki
sample E ;a )
Ch #6 ANy
Ch#4 %1; N I
McXtrace cmg b i
Ch#2 3
e Ch #1 | AN | European
source Even more so for e.g. X-ray Free-Electron Lasers... p {2 =B
McStas oiga ] _ . _
O At reactor and short-pulse, the McStas run-time keeps up with experimental time, not the the case at ESS...
=0 M A ~2 order of magnitude would be great - and we believe we found it!

September 1st 2020 McStas GPU talk @ OpenACC Summit 2020 0 p e n AC C
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McStas McXtrace

Fall 2018 onwards:

J. Garde further cogen
modernisation and
restructuring

2017: E. Farhi
initial cogen
modernisation

March 2018:

£ Participation at

.3 Dresden Hackathon.

1st “null” instrument
rototype runs.

McStas / McXtrace insement simulaXn

October 2019:
Participation at Espoo

5.43s

3le core 56.0 s)

@A nvioia. mentor: Vishal Metha

hackathon org.: FH<DOR

Guido Juckeland # .c.uovr hackathon org.:

McStas GPU talk @ OpenACC Summit 2020 0 p en AC C
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Hackathon. First meaningful
data extracted. Work on
cogen and realising we need
another RNG.

Sebastian Von Alfthan

January 2020:
One-week local
hackathon @ DTU

with McCode & RAMP teams

October 2019 onwards:

J. Garde & P. Willendrup:

New RNG, test system, multiple
functional instruments.

November-
December 2019:
First good look at
benchmarks and
overview of what
needs doing for first
release with limited
GPU support.

February 2020:
First release
McStas 3.0beta
with GPU
support was
released

to the public

+

CcSsScC
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= =2 =" McStas heading for the GPU...

- numbers from November 2019

10-core MPI run,  (1-core run,

1e9 in 200 secs 1e9 would be
2000 secs)

VS. 1] | IJ % | _LMML

9 instruments fully
ported, also realistic
ones like PSI_DMC

( intel ) inside”

(Aug 2020: 99 instrs)

v
~ i.e. 2 orders of Tesla V100 run,
magnitude wrt. a single, 1e9 in 22 secs

modern CPU core
McXtrace

=] = |
ju— LJUJJJJMLLA

LSO - If problem has the right size /
vestas  cOmplexity, GPU via OpenACC

# is great!
2 O A

€3
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Idealised instrument
with source and monitor
only - i.e. without any
use of the ABSORB
macro.

(Likely a good indication

of maximal speedup
achievable.)

McXtrace

September 1st 2020

McStas heading for the GPU... November 2019 - first good look at performance.

OpenACC

McStas GPU talk @ OpenACC Summit 2020 0 p en Ac C

Problem size / neutrons

O ® Figure 2 SUMMIT 2020
ile i iew Inser ools esktop indow elp e
Fil Edit Vi I t Tool Deskt Wind Hel
U de @ 0B L E
Speedup
10% ¢ Performance in the PSI_source case - relative speedup
: R . ) |
R Looks like a factor of ~600
102 £ P
. 10° E
2 e : —
B /eij__/;»g; . 600t P ray
g ‘IO1 E " /'/ , S _
3 V- * *
8 el S ) V100 execution speedups
N iy s renormalised to wall-
g1 o S clock of single-core
e . K gcc standard simulation,
8 P y J —&— PGCC Quadro T2000 doubles -O0
N R S —#— PGCC GeForce GTX 1080 -O0 .
w P : / PGCC Quadro T2000 floats -O0
¢ Ve &« g 6 PGOC GeForce GTX 1080 floats -00 V1 00 run iIs
i % £ PGCC Volta V100 -00 .
e P00 oo 02, core 600 times faster
10 & _,,-:&/ —&— gee -02 cpu serial -
w —3%— PGCC -O2 mpi, 8 cores than a Slngle-
core CPU run
104 10° 10° 107 108 10° 0L 10" 10"



OpenACC

T2 (6% i McStas 2.x -> McStas 3.0 main differences
o —
* Rewritten / streamlined simplified code-generator with
* Much less generated code
* improved compile time and compiler optimizations, esp. for large instrs
 Much less invasive use of #define
« Component sections -> functions rather than #define / #undef
* Much less global variables, instrument, component and neutron reworked to be
structures
» Use of #pragma acc ... in lots of places (put in place by cogen where possible)
 New random number generator implemented
* We couldn'’t easily port our legacy Mersenne Twister
Medtace « Experimenting with curand showed huge overhead for our relative small number of
we ® random numbers (we have hundreds or thousands of randnom numbers, not billions)
McStas
® - : :
5 O » Complete change to dynamic monitor-arrays

September 1st 2020 McStas GPU talk @ OpenACC Summit 2020 0 p e n AC c
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The neutron and “state-flags” in the instrument

v2.5: Global variables

I

double Xy, Y, Z, VX, VY, VZ, t, SX, Sy, sz, p; double Flag;

v3.0: particle struct, including any USERVARS like flag.

struct _str‘uct_par‘ticlg { RNG state is a thread-variable
double x,y,z; /* position [m] */ contained on the _particle struct. Was

double vx,vy,vz; /* velocity [m/s] */ earlier a global state in CPU settings
unsigned long randstate[7];

double t, p; /* time, event weight */
long long _uid; /* event ID */

long _index; /* component index where to send this event */
McXtrace long _absorbed; /* flag set to TRUE when this event is to be removed/ignored */
long _scattered; /* flag set to TRUE when this event has interacted with the last component instance */
ngd long _restore; /* set to true if neutron event must be restored */
// user variables:
McStas double flag;

@_. ¥
2 O AU

€35

typedef struct _struct_particle _class_particle;

September 1st 2020 McStas GPU talk @ OpenACC Summit 2020 0 p e n AC C
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SOURCE

#1fdef USE_PGI
Instrument and # 1include <openacc.h>

com ponent acc_attach( (void*)&_arm_var );

. acc_attach( (void*)&_source_var );
structs built on  ;c"tiacn¢ (void®a collzvar );

CPU and acc_attach( (void*)&_detector_var ); N
#pragma acc update device(_arm_var)
tranSfer_red to #pragma acc update device(_source_var) Similar “host” update
GPU US|ng #pragma acc update device(_coll2_var) in FINALLY
4 .
Open ACC pragma acc update device(_detector_var) v

acc_attach( (void*)&_instrument_var );
pragmas at the #pragma acc update device(_instrument_var)

McXtrace end Of #endl{:

INITIALISE

September 1st 2020 McStas GPU talk @ OpenACC Summit 2020 0 p en AC C



#pragma acc routine seq

DTU f\ _class_Source_simple *class_Source_simple_trace(_class_Source_simple *_comp OpenACC
/

3

SOURCE

\\\ EUROPEAN , _Class_particle *_particle) {
SPALLATION ABSORBED=SCATTERED=RESTORE=0;

N

7

I

#define radius (_comp->_parameters.radius)
#define yheight (_comp->_parameters.yheight)
#define xwidth (_comp->_parameters.xwidth)
#define dist (_comp->_parameters.dist)

Each component Wi" #define focus_xw (_comp->_parameters.focus_xw)

#define focus_yh (_comp->_parameters.focus_yh)

Correspond to a #define E@ (_comp->_parameters.EQ)
yugn . #define dE (_comp->_parameters.dE)
GPU |f|ed fu nCtlon-- . #define lambda® (_comp->_parameters.lambda®)
#define dlambda (_comp->_parameters.dlambda)
#define flux (_comp->_parameters.flux)

+ particle_loop and #define gauss (_comp->_parameters.gauss)

#define target_index (_comp->_parameters.target_index)

IOgiC arou nd, also #define pmul (_comp->_parameters.pmul)

. #define square (_comp->_parameters.square)
runnlng on GPU. #define srcArea (_comp->_parameters.srcArea)
#define tx (_comp->_parameters.tx)
#define ty (_comp->_parameters.ty)

Init and flnalisation #define tz (_comp->_parameters.tz)

SUMMIT 2020

“Scatter-gather” approach not far from
what we do in MPI settings, i.e. :

GPU case:

N particles are calculated in parallel in N
GPU threads. (Leave to OpenACC/
device how many actually are running at
one time)

CPU case:
N particles are calculated in M serial
chunks over M processors.

SIG_MESSAGE("[_source_trace] component source=Source_simple() TRACE [Source_simple.comp:127]");

codes run purely double chi,E,lambda,v,r, xf, yf, rf, dx, dy, pdir;
CPU. £=0; < Contains component trace
z=0; .
section
McXtrace if (squar'e = 1) {
X = xwidth * (rand@1() - 0.5);
W @ y = yheight * (rand@l1() - 0.5);
zr.slu.. } else {
chi=2*PI*rand01Q); /* Choose point on source */
McStas r=sqrt(rand®1())*radius; /* with uniform distribution. */
x=r*cos(chi);
o y=r*sin(chi);
WO il }
R randvec_target_rect_real(&xf, &yf, &rf, &pdir,



#include <accelmath.h>

f\ #pragma acc declare create ( mcgravitation ) UpenACC

DTU EUROPEAN #pragma acc declare create ( mcseed )

. . SUMMIT 2020
> @) ol #pragma acc declare create ( mcgravitation )
o #pragma acc declare create ( mcMagnet )

#pragma acc declare create ( mcallowbackprop )

#pragma acc declare create ( mcncount )

#pragma acc routine seq

#pragma acc routine sequential

#pragma acc declare create ( _instrument_var )

#pragma acc declare create ( instrument )
“Full” list #pragma acc declare create ( _arm_var )

#pragma acc declare create ( _source_var )

Of pragmas and #pragma acc declare create ( _coll2_var )

#pragma acc declare create ( _detector_var )

Ei(:(:E!l-(:()(i(! # 1include <openacc.h>
acc_attach( (void*)&_arm_var );
llf;(?(j acc_attach( (void*)&_source_var );

acc_attach( (void*)&_coll2_var );

acc_attach( (void*)&_detector_var );

#pragma acc update device(_arm_var)

#pragma acc update device(_source_var)

#pragma acc update device(_coll2_var)

#pragma acc update device(_detector_var)

acc_attach( (void*)&_instrument_var );

#pragma acc update device(_instrument_var)

#pragma acc routine seq

#pragma acc atomic

#pragma acc parallel loop

#pragma acc declare device_resident(particles)

mw o @ _class_particle* particles = acc_malloc(innerloop*sizeof(_class_particle));
= #pragma acc enter data create(particles[@:innerloop])

#pragma acc parallel loop present(particles)

McXtrace

McStas acc_free(particles);
4&. #pragma acc update host(_arm_var)
W © .o A #pragma acc update host(_source_var)

_ #pragma acc update host(_coll2_var)

#pragma acc update host(_detector_var)
#pragma acc update host(_instrument_var)




D.I.léﬁmelinewew - Profiling an example run... sZw e @ 2errors, 3 wamings, 12 messages
|

10s 20s 30s 40s 50s 70s -
Ev Threads (4)
~ [6881] PSI_DMC.out
0OS runtime libraries
CUDAAPI | cuStreamSynchronize ]

Profiler overhead 1
~ [6891] PSI_DMC.out

OS runtime libraries
v [6892] PSI_DMC.out

OS runtime libraries

1 thread hidden... =
2
~ CUDA (Tesla V100-PCIE-16GB) |

v >99.9% Context 1
S
~ >99.9% Stream 15 : |

Cnmens (I D
- 1000% aytrace.a. 1630 (308 )
100.0% raytrace.a. 6 (1 308 G0 )

v <0.1% Memory
63.4% HtoD memcpy
36.6% DtoH memcpy
McXtra ~ <0.1% Default stream (7)

-* ~ 100.0% Memory

o ﬁ.ﬁ 85.7% Memset
- . 14.3% DtoD memcpy |
McSt¢ ~ <01% Unified memory Build and initialise instr/comp structures on host, push problem to
~ 100.0% Memory _ device, one big generated kernel calculates independent particle I
52.1% HtoD transfer | rays, push back to host and save. Big problems, do multiple runs |
e 47.9% DtoH transfer of the kernel for every ~2e9 rays. |-
- Kl Iy -



M __ ... Conclusion/remaining key questions IS
s §\y/ /" 4. Why are you using OpenACC? What is your favorite feature?

* We could keep most of the core of our legacy code base intact, some structural
changes were needed. ) (Attempt done with OpenCL 10 y ago, no real success)

2. Did you have to use 2 diff. code bases for CPU and GPU?
* Nope, just one code base, a few generated #pragmas and #define’
OpenACC Pe. ] | prag °®
@ 3. Tell us about a feature you are looking for, that OpenACC lacks, why do you need it?
» Afew niche cases use function pointers/polymorphism on CPU, which is not available in
OpenACC. Current workaround with case-hierarchy is a bit ugly
» deepcopy of 2-dimensional arrays as struct members does not seem to work correctly in
our case without managed mode. Does not “feel” transparent wrt. possible performance
penalties. () We could fully move to 1D arrays, but this would require too much work.

4. Any additional bugs, features, feedback to share?

McXtrace « We did a Hackathon together with “competing” Python+OpenCL code RAMP which is
- written from scratch. Where we tested, we were ~40% faster. ;-)
= e * In our niche setting, curand() turned out quite slow ©
MeStas - Better high-level OpenACC docs needed. Choice of exact pragma often trial and error.
Q- « CUDA-mindset / thinking seems required for deep/full understanding of OpenACC.
5.9 M Somewhat contradictory to the idea of “more science, less programming”.
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= Thank you for the attention - thanks to the team,
Nvidia mentors and Hackathon hosts :-)

(VA ]
ﬁ HELMHOLTZ

NVIDIA.

Vlshal Metha

Guido Juckeland

+

cscC

E
-

Sebastian von Alfthan

Christian Hundt

H

Alexey Romanenko

McXtrace

=

U o @

ESRF @
.

m

AlCShmsAlaXnuce

McStas R 4
et 20k B "\’.a_t_:.ﬂk MM

DT S/
220 M

September 1st 2020 McStas GPU talk @ OpenACC Summit 2020 0 p en Ac C



